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The polymerization of microtubules becomes oscillatory under certain conditions and in experiments it gives rise to spatially inhomogeneous patterns. The oscillatory microtubule polymerization has been attributed to a Hopf bifurcation by using reduced models for the biochemical reaction cycle [M. Hammele and W. Zimmermann Phys. Rev. E 67, 021903 (2003)]. These previously introduced models for a homogeneous polymerization are extended by taking into account spatial degrees of freedom and a global conservation condition of tubulin dimers. Close to the threshold of the Hopf bifurcation, we reduce the basic model equations of the biochemical reaction cycle by a perturbation analysis to a complex Ginzburg-Landau equation. In terms of this equation we indeed find for a large range of parameters spatially inhomogeneous polymerization patterns which often behave spatiotemporally chaotic. Numerical simulations of the basic model equations confirm these analytical predictions. Moreover, further beyond the threshold of the Hopf bifurcation, beyond a secondary threshold, spatially homogeneous oscillations, which are unstable immediately above threshold, are stable. In this regime also long lasting and interesting spatially anharmonic transients are predicted.

PACS numbers: Valid PACS appear here

I. INTRODUCTION

Microtubules are rather long and rigid cylindrical filaments which are ubiquitous in eukaryotic cells [1–3]. They are made of the dimer forming proteins \(\alpha\) and \(\beta\) tubulin and represent one of the three major classes of filaments in the cytoplasm of cells, which play an important role for several cell functions, such as the maintenance of the cell shape, cell division, etc. Mechanical work in cells is performed by microtubule polymerization [4] and microtubules are also involved in intracellular transport by serving as transport rails for molecular motors such as dynein and kinesin [1–3].

The polymerization of single microtubules already exhibits a complex and for the cell function important dynamics [5, 6]. Collective phenomena of many microtubules are also known, such as the inherent propensity to generate an oscillatory behavior of the density of microtubule filaments during their polymerization [7–20], whereby this polymerization may become spatially inhomogeneous as described in Ref. [12]. Further self-organization phenomena lead to stationary and spatially periodic patterns and some of them are sensitive to the gravitational field [21–23], whereby the induced patterns may have their origin in the buckling of filament bundles [24]. The interaction between filaments and motor proteins leads in addition to pattern formation [25–30], as well as the interplay of the nematic ordering of filaments with the kinetics of microtubule polymerization [31].

In the presence of GTP (guanosine triphosphate), microtubules nucleate and polymerize to long rigid filaments. They are highly dynamic and may spontaneously change on the time scale of minutes via a so-called catabolism from a growing to a shrinking state or via a so-called rescue from a shrinking to a growing state. This switching between the growing and shrinking phases takes place randomly. It has been observed both in vivo and in vitro [32–35] and it has been called dynamical instability [32, 33]. Microtubules are formed in a cell at nucleation sites or, in vitro, the nucleation may take place spontaneously in the case of high tubulin concentrations. Tubulin-t, i.e. tubulin liganded with GTP, promotes the formation and growth of microtubules, whereas tubulin-d, i.e. tubulin liganded with GDP (guanosine diphosphate) being released during the microtubule depolymerization, inhibits their formation and growth. The complete biochemical reaction cycle is irreversible, so the polymerization process slows down during the transformation of tubulin-t dimers to tubulin-d dimers. However, in the presence of an enzymatic regeneration system, the tubulin-d may be regenerated into tubulin-t by an exchange of its GDP unit for GTP and the nonequilibrium process of the whole cycle of microtubule polymerization may be maintained over a long time [21].

During the last decades pattern formation in dissipative and spatially extended systems has attracted considerable interest [36–39], including spatiotemporal structures during oscillatory chemical reactions [40], such as the famous Belousov-Zhabotinsky reaction [41]. In contrast to common reaction-diffusion systems, microtubules may undergo an experimentally observed orientational ordering transition beyond a critical filament density [42]. In the range of the oscillatory microtubule polymerization, this orientational ordering may give rise to interesting phenomena which have not been addressed yet. This potential makes the system, besides its significance for biological functions, also to an attractive model system for studies about pattern formation far from thermal equilibrium.

The effects of spatial degrees of freedom on the oscillatory microtubule polymerization are rather unexplored. Two models, which have been analyzed in Ref. [20] with-
out spatial degrees of freedom, are extended in this work by taking into account the diffusion of tubulin dimers and of microtubules. Both models cover major reaction steps of the polymerization/depolymerization process and they also capture the length distribution of the filaments. The two models show a Hopf bifurcation to an oscillatory microtubule polymerization, if the initial concentration of the tubulin dimers exceeds a certain critical value [20]. Since tubulin dimers are neither created nor annihilated, the overall amount of tubulin dimers is conserved. This constraint results in an additional equation for the local density of dimers, including the density of the two kinds of free dimers as well as the tubulin dimers incorporated into microtubules or oligomers. The respective differential equation resembles a continuity equation and renders the modeling rather different from the spatially homogeneous case [20].

The two dimensional spatial patterns observed experimentally for microtubule polymerization in Ref. [12] give rise to the interesting question whether a spatially homogeneous and temporal oscillating microtubule polymerization, as considered in the absence of spatial degrees of freedom in a previous work [20], is stable or unstable with respect to spatially inhomogeneous modulations. Hence, the respective stability properties of the nonlinear solutions are analyzed in terms of a common and rather efficient approach, where the basic model equations are reduced to a so-called amplitude equation or Ginzburg-Landau equation by a multiple scale perturbation technique close to the Hopf bifurcation [39]. This amplitude equation covers the spatiotemporal dynamics close to the threshold of a supercritical bifurcation. Therefore, if the coefficients of this equation are known in terms of the model parameters, a major part of the exploration of the nonlinear solutions can be performed analytically or by simulations of the single amplitude equation. The validity range of the amplitude equation beyond the threshold of the Hopf bifurcation is not known a priori for a specific system; it is estimated in this work by comparing its solution behavior with numerical solutions of the full model equations.

In Sec. II we briefly describe the main reaction steps of the microtubule polymerization and extend the two models introduced in Ref. [20], called model I and model II, by spatial degrees of freedom. The stability of the stationary and homogeneous solutions, as summarized in Sec. III, is investigated in Sec. IV. The so-called amplitude equation of the oscillatory solution is derived in Sec. V, where we explore its solution behaviour also in terms of the kinetic reaction parameters. In Sec. VI we present a few selected numerical results of the full reaction equations. The technical details of the numerical scheme, capturing also the conservation of the initial tubulin concentration, are given in the Appendix. A summary and some concluding remarks are given in Sec. VII.

II. MODELS FOR MICROTUBULE POLYMERIZATION

Two models describing the spatially homogeneous microtubule polymerization, introduced in Ref. [20] and references therein, are extended by spatial degrees of freedom in order to describe also inhomogeneous processes. At high concentrations of GTP liganded tubulin dimers \( c_1(r,t) \), the so-called tubulin–t, microtubules may spontaneously nucleate to small clusters of \( \alpha - \beta \) tubulin dimers which polymerize further to long cylindrical rigid fibers. The growth velocity of polymerizing microtubules, \( v_g \), is sensitive to temperature variations, but \( v_g \) is rather independent of the density \( c_1 \) [5, 43]. Growing microtubules may change via a so-called catastrophe with a transition rate \( f_{cat} \) from their growing to a rapidly depolymerizing state, whereby the shrinking velocity \( v_s \) is much larger than the growing one, \( v_s \gg v_g \). During the depolymerization of microtubules they may be either fragmented into oligomers as described by the density \( c_{ol}(r,t) \) or directly into GDP liganded tubulin dimers of the density \( c_d(r,t) \), the so-called tubulin–d dimers. Oligomers are stabilized by GDP and destabilized by GTP [10, 44] and in the latter case they are fragmented further into tubulin–d dimers.

By activating an enzymatic process, tubulin–d can be regenerated into tubulin–t due to an exchange of a GTP for a GTP unit as long as sufficient GTP is available. In this case the whole microtubule polymerization cycle may be maintained over several hours, i.e. over many periods of the oscillating microtubule polymerization. In which manner the various reaction rates of the polymerization cycle are determined by the concentration of \( c_1 \) depends on the respective experiment.

A number of models, as for instance described in Ref. [16], take into account many reaction steps in great detail. Here, we will especially focus on a few rate limiting steps of the polymerization cycle, such as the nucleation, the growth and the decay of microtubules as well as the regeneration of tubulin–d to tubulin–t dimers. Due to the dynamical instability of microtubules, one may also expect a transition from the shrinking microtubules back to the growing ones, which is often described by a so-called rescue rate. This rate is in many cases rather small compared to the catastrophe rate and will therefore be neglected throughout this work. As an intermediate step between the growing microtubules and the final product of the cascade of microtubule decay, the tubulin–d dimers, we take further into account either the dynamics of shrinking microtubules in model I or the decay dynamics of oligomers in model II. One of both rate limiting factors is already sufficient for an oscillatory microtubule polymerization. These two simplified reaction schemes are sketched in Ref. [20] and the effects of spatial degrees of freedom are analyzed in detail in the rest of this work.
A. Dynamics of growing microtubules

The number of growing microtubule filaments of length \( l \) in a unit volume at a site \( r \) and at the time \( t \) is described by the length-dependent filament density \( p_g(r, t, l) \), which obeys the partial differential equation

\[
\partial_t p_g = -f_{cat} p_g - v_g \partial_l p_g + D_p \Delta p_g . \tag{1}
\]

The first term describes the decay of growing microtubules, either into shrinking ones (model I) or into oligomers (model II), and the second term governs the growth of filaments with velocity \( v_g \), which we assume to be constant throughout this work. The diffusion of microtubules is covered by the last term with the diffusion constant \( D_p(l) \), which is different parallel or perpendicular to the filament orientation [45]. It is, however, in both directions much smaller than the diffusion constant \( D_c \) of the tubulin dimers. Accordingly, we will neglect for the sake of simplicity in most cases the filament diffusion, i.e. \( D_p = 0 \).

1. Catastrophe rate and boundary condition

Similar to previous models about oscillatory microtubule polymerization [5, 6, 13, 20], we choose a \( c_l \)-dependent catastrophe rate of the form

\[
f_{cat}(c_l) = f e^{-c_l/c_f} . \tag{2}
\]

with an amplitude \( f \) and a typical decay constant \( c_f \). The evolution equation (1) is of first order with respect to the filament length \( l \) and for its boundary condition we choose as previously [20]:

\[
p_g(r, l = 0, t) = \frac{\nu}{v_g} . \tag{3}
\]

The nucleation rate \( \nu \) may depend on the initial concentration \( c_0 \) of tubulin dimers, but it is rather independent of the dynamics of \( c_l(t) \) [43, 46]. Here, we assume a constant nucleation rate throughout the work.

B. Conservation of tubulin in a spatially extended system

The total amount of tubulin dimers in a spatially extended system is conserved during the polymerization/depolymerization cycle, i.e. tubulin dimers are neither created nor annihilated. This may be expressed by a local conservation law for the density \( n(r, t) \) which is for model I composed of the local dimer densities \( c_l(r, t) \) and \( c_d(r, t) \) as well as of the growing and shrinking microtubules \( p_g(r, l, t) \) and \( p_s(r, l, t) \), respectively. In the case of model II, one has to substitute the density of the shrinking microtubules for the oligomer density \( c_{odi}(r, t) \). The local density \( n(r, t) \) obeys the conservation law

\[
\partial_t n(r, t) = -\nabla \cdot j(r, t) , \tag{4}
\]

where the current density \( j(r, t) \) depends on the model under investigation. Its specific form is presented for model I in Sec. II C and for model II in Sec. II D. The integral

\[
\frac{1}{V} \int_V d^3 r n(r, t = 0) = c_0 \tag{5}
\]

gives the density of tubulin dimers, \( c_0 \), independent of the phase of the polymerization cycle. The overall density \( c_0 \) may be fixed by the initial preparation (condition) in the respective experiment. Integrating Eq. (4) and using Gaussian’s law for the specific case of a vanishing net flux through the surface \( O \) of the volume \( V \), i.e.

\[
\int_O d\mathbf{F} \cdot j(r, t) = 0 , \tag{6}
\]

one gets

\[
\frac{1}{V} \frac{d}{dt} \int_V d^3 r n(r, t) = 0 . \tag{7}
\]

The boundary condition in Eq. (6) may be satisfied by applying, for instance, no-flux or spatially periodic boundary conditions. The overall density \( c_0 \) in Eq. (5) is then due to Eq. (6) preserved.

C. Model I includes the dynamics of shrinking microtubules

Here, the dynamics of shrinking microtubules, described by the length-dependent distribution function \( p_s(r, t, l) \),

\[
\partial_t p_s = f_{cat} p_g + v_s \partial_l p_s + D_p \Delta p_s , \tag{8}
\]

is taken into account as an intermediate state between growing microtubules and tubulin-d dimers. The catastrophe rate \( f_{cat} \) describes the transition from growing to shrinking microtubules, \( v_s \) is the shrinking velocity and for the diffusion constant \( D_p \) we use the same value as for the growing microtubules in Eq. (1). Since the diffusion of microtubules is rather slow compared to the tubulin dimers, \( D_p \ll D_c \), \( D_p \) will be neglected in many cases. The boundary condition with respect to the length of shrinking microtubules is

\[
p_s(r, l \to \infty, t) = 0 , \tag{9}
\]

because, due to the decay rate \( f_{cat} \), no growing microtubules are left at large values of \( l \) serving as a source for \( p_s(l \to \infty) \).

The dynamical equations for tubulin-t dimers, \( c_t(r, t) \), and tubulin-d dimers, \( c_d(r, t) \), are given by

\[
\partial_t c_t = -\gamma v_g \int_0^\infty dl \, p_g + \alpha c_d + D_c \Delta c_t , \tag{10a}
\]

\[
\partial_t c_d = \gamma v_s \int_0^\infty dl \, p_s - \alpha c_d + D_c \Delta c_d , \tag{10b}
\]
where we have assumed the same diffusion constant $D_c$ for $c_t(r, t)$ and $c_d(r, t)$. The consumption of tubulin-$t$ during the growth of microtubules is described by the first term in Eq. (10a), where $\gamma$ is a length factor describing the number of tubulin dimers incorporated into a unit length of microtubules. The inactive tubulin-$d$ dimers being released by the shrinking microtubules are described by the first term in Eq. (10b), and they are regenerated into their active form, $c_t$, with a constant rate $\alpha$. This regeneration process is the persistent energy supply of the biochemical reaction cycle that keeps the system far from thermal equilibrium.

For model I, the whole dimer density $n(r, t)$ at site $r$ and time $t$ is given by

$$n(r, t) = c_t(r, t) + c_d(r, t) + \gamma L(r, t),$$

and the related dimer current $j(r, t)$ is proportional to the local density gradients

$$j(r, t) = -D_c \nabla (c_t + c_d) - D_p \gamma \nabla L,$$

where the overall length of microtubules per unit volume

$$L(r, t) = \int_0^\infty dl \ [p_g(r, l, t) + p_s(r, l, t)],$$

has been introduced. Equation (11) together with Eq. (12) provides according to Eq. (4) the following equation of motion for the density $n(r, t)$:

$$\partial_t n = D_c \Delta (c_t + c_d) + D_p \gamma \Delta L.$$  \hspace{1cm} (14)

In addition, using the expression given by Eq. (11), we can eliminate the tubulin-$d$ concentration in Eqs. (10a) and (14), and we obtain the two governing equations for $c_t$ and $n$

$$\partial_t c_t = -\gamma \int_0^\infty dl [v_g p_g + \alpha (p_g + p_s)] + \alpha (n - c_t) + D_c \Delta c_t,$$

$$\partial_t n = D_c \Delta n + \gamma (D_p - D_c) \Delta L.$$  \hspace{1cm} (15a)

Equation (10b) is then always fulfilled and model I is described by Eq. (1), Eq. (8) and Eqs. (15).

D. Model II includes the dynamics of oligomers

Besides shrinking microtubules, a further intermediate product in the cascade of decaying microtubules are oligomers which are composed of several tubulin dimers. Instead of the shrinking velocity $v_s$ of microtubules, also the decay dynamics of oligomers can be a rate limiting step of the reaction cycle [9, 44]. Accordingly, we replace in model II the dynamical equation for $p_g(t, r, l)$ by a dynamical equation for the density of oligomers, $c_{oli}(r, t)$, which is coupled to the dynamics of tubulin-$d$ dimers as follows:

$$\partial_t c_{oli} = \eta_{cat} \int_0^\infty dl \ [p_g - \chi c_{oli} + D_{oli} \Delta c_{oli}],$$

$$\partial_t c_d = \chi \lambda c_{oli} - \alpha c_d + D_c \Delta c_d.$$  \hspace{1cm} (16a)

$$\partial_t c_d = D_c \Delta c_d + \chi \left(n - c_t - c_d - \eta \lambda \int_0^\infty dl \ p_g\right) - \alpha c_d,$$  \hspace{1cm} (16b)

These equations describe the decay of growing microtubules into oligomers, which dissociate themselves into tubulin-$d$ dimers by the rate $\chi$ and build a source term in the equation of motion (16b). $D_{oli}$ denotes the diffusion constant of the oligomers, $\eta$ measures the number of oligomers per unit length of the microtubules and $\lambda$ is a measure for the number of tubulin dimers per oligomer. As for model I, the tubulin-$d$ dimers are regenerated into tubulin-$t$ dimers by the rate $\alpha$ in order to close the reaction cycle. The equation of motion for the growing microtubules $p_g$ is the same as for model I, cf. Eq. (1), but in the equation of motion for $c_t$ given in Eq. (10a), we have to substitute the length factor $\gamma$ for the product $\eta \lambda$. Since oligomers are much larger than tubulin-$d$ dimers and microtubules are even larger than oligomers, one has for the various diffusion constants a hierarchy as follows: $D_c \gg D_{oli} \gg D_p$.

We again use Eq. (3) with a spatially constant nucleation rate $\nu$ as a boundary condition for the growing microtubules with respect to their length $l$.

The mean length of growing microtubules is given by the integral over the length distribution,

$$L(r, t) = \int_0^\infty dl \ p_g(r, l, t),$$  \hspace{1cm} (17)

and, therefore, the overall density of tubulin dimers for model II at site $r$ and time $t$ is given by

$$n(r, t) = c_t(r, t) + c_d(r, t) + \lambda c_{oli}(r, t) + \eta \lambda L(r, t).$$  \hspace{1cm} (18)

The associated dimer current is

$$j = -D_c \nabla (c_t + c_d) - D_{oli} \lambda \nabla c_{oli} - D_p \eta \lambda \nabla L.$$  \hspace{1cm} (19)

Again, the last term in Eq. (19) describes the current that stems from the polymerized tubulin dimers, which may locally change the dimer density $n(r, t)$. According to Eq. (4), one obtains the following equation of motion for the density $n$:

$$\partial_t n = D_c \Delta (c_t + c_d) + D_{oli} \lambda \Delta c_{oli} + D_p \eta \lambda \Delta L.$$  \hspace{1cm} (20)

Using Eq. (18), we can eliminate in Eq. (16b) and Eq. (20) the density of the oligomers $c_{oli}$. Therefore, instead of the dynamics of oligomers, the dynamics of the density $n(r, t)$ is considered and we obtain besides the dynamical equations for $p_g$ and $c_t$ the two coupled equations

$$\partial_t c_t = D_c \Delta c_t + \chi \left(n - c_t - c_d - \eta \lambda \int_0^\infty dl \ p_g\right) - \alpha c_t,$$

$$\partial_t c_d = D_c \Delta c_d + \chi \lambda c_{oli} - \alpha c_d + D_c \Delta c_d.$$  \hspace{1cm} (21a)

Accordingly, Eqs. (1), (10a) and (21) describe the whole polymerization cycle for model II, involving oligomers as an intermediate decay product of microtubules. In addition, the conservation of the total amount of tubulin dimers is explicitly taken into account via Eqs. (19) and (20) together with the boundary condition in Eq. (6).
III. STATIONARY, HOMOGENEOUS SOLUTIONS

The stationary and spatially uniform solutions of the model equations introduced in Sec. II agree with those presented in Ref. [20] and we briefly summarize some results here. Equations (1) and (8) are first-order linear differential equations with respect to the length \( l \). Hence, in the stationary and spatially homogeneous case, they have exponentially decaying solutions

\[
p_g(t) = \frac{\nu}{v_g} \exp \left( -\frac{f^{(0)}_{\text{cat}}}{v_g} \right),
\]

where \( f^{(0)}_{\text{cat}} = \int \exp (-c^{(0)}_t \partial_l) \) and \( c^{(0)}_t \) represent the stationary and homogeneous values of the catastrophe rate and tubulin-\( t \) density, respectively.

For model I, the density \( c^{(0)}_t \) itself is determined by the nonlinear equation

\[
c_0 - c^{(0)}_t = \frac{c^{(0)}_t v_g}{f^{(0)}_{\text{cat}}} \left( \frac{1}{\alpha} + \frac{1}{\gamma} (1 + \beta) \right),
\]

which follows from Eq. (15a) with \( n^{(0)} = c_0 \), being in agreement with the conservation law in Eq. (5). In Eq. (23) the velocity ratio \( \beta = v_g/v_s \) has been introduced. The corresponding tubulin-\( d \) density \( \phi^{(0)}_t \) can be calculated via Eq. (10b).

For model II, a similar nonlinear equation for the determination of \( c^{(0)}_t \) can be derived

\[
c_0 - c^{(0)}_t = \frac{\nu \gamma v_g}{f^{(0)}_{\text{cat}}} \left( \frac{1}{\alpha} + \frac{1}{\chi} + \frac{1}{\gamma} \right),
\]

which follows from Eq. (21a). The densities of the oligomers and tubulin-\( d \) dimers may be determined via Eqs. (16). For various limiting cases analytical expressions for \( c^{(0)}_t \) can be derived which give some additional insight about its dependence on various parameters, as described in Ref. [20].

IV. THRESHOLD OF THE HOPF BIFURCATION

Beyond a critical initial concentration of tubulin dimers, \( c_{0c} \), as defined below, the stationary state of the respective microtubule polymerization cycle given in Sec. III becomes oscillatory in time via a supercritical Hopf bifurcation, as described for the spatially homogeneous case in Ref. [20]. Here, we extend this analysis by investigating the influence of spatial degrees of freedom on the linear as well as nonlinear properties of the Hopf bifurcation described by the model equations presented in Sec. II. For the sake of simplicity, we restrict our analysis to one spatial dimension and we discard orientational ordering effects of the filaments. The threshold of the Hopf bifurcation is calculated by deriving linear equations of motion for small inhomogeneous perturbations with respect to the stationary and homogeneous basic state which have solutions proportional to \( \exp (\sigma t + iqx) \). For an initial concentration \( c_0 \) corresponding to \( \text{Re}(\sigma) > 0 \), the perturbations grow exponentially in time and the uniform solutions become unstable. Otherwise, i.e. \( \text{Re}(\sigma) < 0 \), the stationary reaction cycle remains stable. The neutral stability condition \( \text{Re}[\sigma(q)] = 0 \) determines for varying wave numbers \( q \) the initial concentration \( c_{0c}(q) \) at the so-called neutral curve, which separates the stable from the unstable parameter range, while the expression \( \text{Im}[\sigma(q)] = \omega_0(q) \) provides the frequency along that curve. The minimum of the neutral curve gives the critical initial concentration \( c_{0c} = c_0(q = q_c) = \min |c_0(q)| \) at the critical wave number \( q_c \) and the corresponding Hopf frequency is given by \( \omega_c = \omega_0(q = q_c) \).

A. Model I

The stability of the stationary reaction cycle of model I, as described by \( p_g^{(0)}, n^{(0)} \) and \( c^{(0)}_t \), with respect to small deviations \( p_g^{(1)}, n^{(1)} \) and \( c^{(1)}_t \) is determined. For this purpose, the ansatz

\[
p_g = p_g^{(0)} + p_g^{(1)}(x, l, t), \quad c_t = c_t^{(0)} + c_t^{(1)}(x, l, t),
\]

\[
n = n^{(0)} + n^{(1)}(x, l, t)
\]

is chosen and a linearization of the governing equations (1), (8) and (15) results in a set of linear equations with constant coefficients describing the dynamics of the small perturbations:

\[
\partial_l p_g^{(1)} = -p_g^{(0)} f^{(1)}_{\text{cat}} - \left( f^{(0)}_{\text{cat}} + v_g \partial_l \right) p_g^{(1)} + D_p \partial^2_l p_g^{(1)},
\]

\[
\partial_l p_s^{(1)} = p_g^{(0)} f^{(1)}_{\text{cat}} + f^{(0)}_{\text{cat}} p_g^{(1)} + v_s \partial_l p_s^{(1)} + D_p \partial^2_l p_s^{(1)},
\]

\[
\partial_l c_t^{(1)} = -\gamma \int_0^\infty dl \left[ v_g p_g^{(1)} + 2 \partial_l (p_g^{(1)} + p_s^{(1)}) \right] + \alpha (n^{(1)} - c_t^{(1)}) + D_c \partial^2_l c_t^{(1)},
\]

\[
\partial_l n^{(1)} = \gamma (D_p - D_c) \partial^2_l \int_0^\infty dl (p_g^{(1)} + p_s^{(1)}) + D_c \partial^2_l n^{(1)}.
\]

Here, \( f^{(1)}_{\text{cat}} \) denotes the first-order correction of an expansion of the catastrophe rate \( f_{\text{cat}} = f^{(0)}_{\text{cat}} + f^{(1)}_{\text{cat}} + \cdots \) with respect to \( c_t \). It is given by

\[
f^{(1)}_{\text{cat}} = -\frac{f^{(0)}_{\text{cat}} c_t^{(1)}}{c_f}, \quad (27)
\]

We assume spatially periodic boundary conditions and since Eqs. (26) are first-order differential equations with
respect to time, we choose the following Fourier ansatz for the two perturbations $c_l^{(1)}$ and $n^{(1)}$:

$$c_l^{(1)} = A e^{\sigma t + i q l} + c.c.,$$

$$n^{(1)} = A_n e^{\sigma t + i q l} + c.c.,$$

(28)

(c.c. stands for the complex conjugate). Here $q$ denotes the perturbation wave number and $\sigma$ is a complex parameter, which is determined as outlined in the following. After inserting the respective expressions for $c_l^{(1)}$ and $f_{cat}^{(1)}$ in Eqs. (26a) and (26b), one may easily integrate the latter ones with respect to the length $l$ of the microtubules. After a few intermediate steps, the following expressions for $p_g^{(1)}$ and $p_s^{(1)}$ are obtained:

$$p_g^{(1)} = -\frac{\nu f_{cat}^{(0)}}{v_g c_f (\sigma + D_p q^2)} \exp \left( \sigma t - \frac{f_{cat}^{(0)}}{v_g} \right) \times \left[ \exp \left( -\frac{(\sigma + D_p q^2)}{v_g} l \right) - 1 \right] \exp (i q x) + c.c.,$$

$$p_s^{(1)} = -\frac{\nu f_{cat}^{(0)}}{v_s c_f (\sigma + D_p q^2)} \exp \left( \sigma t - \frac{f_{cat}^{(0)}}{v_s} \right) \times \left[ c_1 \exp \left( -\frac{(\sigma + D_p q^2)}{v_s} l \right) + c_2 \right] \exp (i q x) + c.c.,$$

with the two complex coefficients

$$c_1 = \frac{f_{cat}^{(0)}}{f_{cat}^{(0)} + (1 + \beta)(\sigma + D_p q^2)},$$

$$c_2 = \frac{\sigma + D_p q^2 - f_{cat}^{(0)}}{f_{cat}^{(0)} + \beta(\sigma + D_p q^2)}. $$

(30)

With the help of the expression for $p_g^{(1)}$ in Eq. (29a), the integrals $\int dp_g^{(1)}$ and $\int dp_l^{(1)}$ occurring in Eqs. (26c) and (26d) can be explicitly evaluated

$$\int_0^\infty dl p_g^{(1)} = \frac{\nu A}{c_f} k_1 e^{\sigma t + i q x} + c.c.,$$

$$\int_0^\infty dl p_s^{(1)} = \frac{\nu v_g A}{c_f} k_2 e^{\sigma t + i q x} + c.c.,$$

(31)

where the two abbreviations

$$k_1 = \frac{1}{f_{cat}^{(0)} + \sigma + D_p q^2},$$

$$k_2 = \frac{\sigma + D_p q^2}{f_{cat}^{(0)} (f_{cat}^{(0)} + \sigma + D_p q^2)^2}. $$

(32)

have been introduced. For the integral $\int dl p_s^{(1)}$ one obtains

$$\int_0^\infty dl p_s^{(1)} = -\frac{\nu v_g A}{v_s c_f} b_1 e^{\sigma t + i q x} + c.c. $$

(33)

with the complex coefficient

$$b_1 = \frac{c_1 f_{cat}^{(0)} + c_2 \left( \sigma + D_p q^2 \right)^2}{f_{cat}^{(0)} (f_{cat}^{(0)} + \sigma + D_p q^2)^2}. $$

(34)

After inserting the respective integrals in Eqs. (26c) and (26d), one obtains two coupled linear and homogeneous equations for the amplitudes $A$ and $A_n$, which may be written in matrix form

$$M \mathbf{u} = 0, $$

(35)

with the coefficient matrix

$$M = \left( \begin{array}{cc}
G(\sigma + \alpha + D_p q^2) + k_1 + c_1 \beta \sigma & -G\alpha \\
(D_p - D_c) \sigma q^2 & G(\sigma + D_p q^2)
\end{array} \right). $$

(36)

the vector $\mathbf{u} = (A, A_n)$, as well the abbreviations $\alpha = k_2 - \beta b_1$ and $G = c_f / (\gamma v_g)$. Equation (35) only admits nontrivial solutions if the determinant of the matrix $M$ vanishes, i.e. $\det(M) = 0$. The latter condition leads to a polynomial of fifth-order in $\sigma$ with rather lengthy coefficients, which are not given here. The solutions of this polynomial provide the dispersion relation $\sigma(q)$ for model I, which depends on the kinetic parameters $\alpha, \nu, \beta$ as well as on the diffusion constants $D_p$ and $D_c$, respectively. Decomposing the dispersion relation into its real and imaginary part yields the growth rate $\Re[\sigma(q)]$ and the corresponding frequency $\omega(q) = \Im[\sigma(q)]$ of the Hopf bifurcation as functions of the wave number $q$. Assuming neutral stability, $\Re[\sigma(q)] = 0$, provides a condition for the determination of the neutral curve, $c_0(q)$, which separates as a function of the wave number $q$ the exponentially decaying perturbations from the growing ones. The minimum of this neutral curve determines the critical initial concentration $c_{0c}$.

**B. Model II**

Following model I, we analyze the dynamics of small perturbations with respect to the stationary and homogeneous basic state $p_g^{(0)}$, $c_{t,d}^{(0)}$ and $n^{(0)}$ of the reaction cycle of model II. Using the separation ansatz

$$p_g = p_g^{(0)} + p_g^{(1)}(x, t), \quad c_{t,d} = c_{t,d}^{(0)}(x, t), \quad n = n^{(0)} + n^{(1)}(x, t),$$

(37)

and linearizing Eqs. (1), (10a) and (21) with respect to the small perturbations $p_g^{(1)}$, $c_{t,d}^{(1)}$ and $n^{(1)}$ gives the following set of dynamical equations with constant coefficients
for the perturbations:
\[
\begin{align*}
\partial_t p_y^{(1)} &= -p_y^{(1)} f_{cat}^{(1)} - \left( f_{cat}^{(0)} + v_g \partial_t \right) p_y^{(1)} + D_p \partial_t^2 p_y^{(1)}, \quad (38a) \\
\partial_t c_t^{(1)} &= -\eta \lambda v_p \int_0^\infty dl p_y^{(1)} + \alpha c_d^{(1)} + D_c \partial_t^2 c_t^{(1)}, \quad (38b) \\
\partial_t c_d^{(1)} &= \chi \left( n^{(1)} - c_t^{(1)} - c_d^{(1)} - \eta \lambda \int_0^\infty dl l p_y^{(1)} \right) + D_c \partial_t^2 c_d^{(1)} - c_d^{(1)}, \quad (38c) \\
\partial_t n^{(1)} &= D_{oli} \partial_t^2 n^{(1)} + (D_c - D_{oli}) \partial_t^2 \left( c_t^{(1)} + c_d^{(1)} \right) + (D_p - D_{oli}) \eta \lambda \partial_t^2 \int_0^\infty dl l p_y^{(1)} . \quad (38d)
\end{align*}
\]

\(f_{cat}^{(1)}\) denotes the first-order contribution of an expansion of the catastrophe rate and it is also given by Eq. (27).

The solutions of Eqs. (38) depend exponentially on time and, by assuming spatially periodic boundary conditions, the following ansatz for the small perturbations is obvious:
\[
\begin{align*}
c_t^{(1)} &= A e^{\sigma t + iqx} + \text{c.c.}, \quad c_d^{(1)} = A_d e^{\sigma t + iqx} + \text{c.c.}, \\
n^{(1)} &= A_n e^{\sigma t + iqx} + \text{c.c.} .
\end{align*}
\] (39)

Similar to model I, the complex parameter \(\sigma\) is determined via a solvability condition as outlined below. Equation (38a) is identical to Eq. (26a) and its solution is therefore also given by Eq. (29a). Inserting this expression for \(p_y^{(1)}\) in Eqs. (38b)-(38d), the emerging integrals with respect to the length \(l\) are again given by Eqs. (31), and one finally obtains three linear and homogeneous equations for the amplitudes \(u_c = (A, A_d, A_n)\)

\[
\begin{pmatrix}
G(\sigma + D_c q^2) + k_1 \\
G(D_c - D_{oli}) q^2 + (D_p - D_{oli}) q^2 k_2 \\
G(D_c - D_{oli}) q^2 + (D_p - D_{oli}) q^2 k_2
\end{pmatrix}
\begin{pmatrix}
\sigma \\
0 \\
G(\sigma + D_c q^2 + \chi + \alpha)
\end{pmatrix}
\begin{pmatrix}
-A \alpha \\
-G \chi \\
G(\sigma + D_c q^2)
\end{pmatrix}
\begin{pmatrix}
u_c = 0,
\end{pmatrix}
\] (40)

with \(G = c_f/(\eta \lambda v_g)\). The solvability condition for finite solutions \(\nu_c \neq 0\) requires that the determinant of the coefficient matrix in Eq. (40) vanishes. This results in a fifth-order complex polynomial in \(\sigma\), which is rather lengthy and is again not presented here. For a fixed set of parameters of model II and after a decomposition of \(\sigma\) into its real and imaginary part, we obtain two coupled equations determining the growth rate Re[\(\sigma(q)\)] and the frequency \(\omega(q) = \text{Im}[\sigma(q)]\) of the Hopf bifurcation as functions of the wave number \(q\). Again, the critical values \(c_{0c}\) and \(\omega_c\) are obtained by applying the neutral stability condition Re[\(\sigma(q)\)] = 0 and minimizing the resulting neutral curve \(c_0(q)\) with respect to \(q\).

**C. Results**

Applying the neutral stability condition Re[\(\sigma(q) = 0\)] = 0 to Eq. (35) or to Eq. (40), one obtains for the respective model the same parameter dependence of the critical tubulin concentration
\[
c_{0c} = c_{0c}(\alpha, \nu, v_g, G, \ldots) \quad (41)
\]
as well as the same frequency \(\omega_c\) of the homogeneous Hopf bifurcation as discussed in detail in Ref. [20].

If the wave number \(q\) is finite then the critical concentration \(c_0(q)\), at which the Hopf bifurcation takes place, is for both models larger than the value of the homogeneous instability \(c_{0c}\) in Eq. (41). The bottom part of Fig. 1 illustrates the typical shape of the neutral curve \(c_0(q)\) for model I. Beyond this curve, i.e. for \(c_0 > c_0(q)\), the stationary solutions become linearly unstable with respect to small oscillatory perturbations. The wave number dependence of the Hopf frequency \(\omega_c(q) = \text{Im}[\sigma(q)]\) along the neutral curve is shown in the upper part in Fig. 1.

In the vicinity of the critical density \(c_{0c}\), the neutral curve may be approximated by the parabolic expression
\[
c_0(q) = c_{0c}(1 + \xi_0 q^2), \quad (42)
\]
where the so-called coherence length \(\xi_0\) depends on the kinetic parameters of the reaction cycle, but it is essentially determined by the largest diffusion constant \(D_c\). Also the frequency dispersion \(\omega_0(q)\) along the neutral curve has a parabolic shape near \(q = 0\). Both aspects are crucial for the solution behavior in the weakly nonlinear regime as discussed in greater detail in Sec. V. The \(\pm q\) symmetry of both curves in Fig. 1 indicates the invariance of the model equations with respect to reflections \(x \leftrightarrow -x\).

Since the neutral curve for model I as well as for model II takes its minimum at \(q = 0\), one always has a bifurcation from the stationary state into oscillatory but spatially homogeneous solutions. Accordingly, density variations at the threshold \(c_{0c}\) are not preferred and therefore, one has \(\partial_t n^{(1)} = 0\) in Eqs. (26d) and (38d), respectively. So the critical tubulin concentration \(c_{0c}\) is the same as in Ref. [20] and it is determined for model I by Eqs. (26a)-(26c) and for model II by Eqs. (38a)-(38c) with \(n^{(1)} = 0\) and \(A_n = 0\).
For model II the critical tubulin concentration of the Hopf bifurcation \( c_{0c}(\alpha, \chi) \) is shown in Fig. 2 as a function of both the regeneration rate \( \alpha \) and the dissociation rate \( \chi \). Beyond this surface the stationary reaction cycle becomes unstable and, moreover, \( c_{0c}(\alpha, \chi) \) emphasizes that the Hopf bifurcation is favored at intermediate values of both parameters, whereas large or very small values of them inhibit oscillatory solutions.

For a Hopf bifurcation the fifth-order polynomial obtained from Eq. (35) or Eq. (40) always has two complex conjugate solutions describing the dispersion relation \( \sigma(q) \) for the small perturbations. In the neutrally stable case one has \( \sigma = \pm i\omega_0 \) and hence, apart from \( q = 0 \), the linear solutions along the neutral curve are superpositions of left and right traveling waves. For the case of equal amplitudes this may lead to a standing wave as given, for instance, for the tubulin-t density by

\[
c_t^{(1)} = E \cos(\omega_c t + \varphi) \cos(qx),
\]

where \( E \) denotes a real amplitude and \( \varphi \) a phase shift. The other densities may be represented in the same way.

V. AMPLITUDE EXPANSION

The threshold of the Hopf bifurcation is unchanged by taking into account spatial degrees of freedom, as shown in the previous section. So the threshold of the homogeneous Hopf bifurcation, as determined in Ref. [20], is lower than for the spatially-dependent, oscillatory solutions. The homogeneous Hopf bifurcation is always supercritical for model I and for model II. Nevertheless, slightly above this threshold, in the so-called weakly nonlinear regime, the spatiotemporal behavior may be significantly changed by the spatial degrees of freedom as shown in this section and in Sec. VI. We will expose that the spatially homogeneous oscillations are unstable in a large parameter range of model I and for all parameters in the case of model II. This remarkable result may be attributed to the competition between the linear frequency dispersion \( \omega_0(q) \) (see e.g. top part in Fig. 1) and the nonlinear frequency dispersion and is known as the Benjamin-Feir resonance [39, 47-49].

Close to the bifurcation point of a supercritical bifurcation, there is an efficient method available, the amplitude equation approach, in order to determine the stability of the spatially homogeneous oscillatory solutions with respect to inhomogeneous perturbations [39, 47, 49]. The equation for the envelope \( A(x, t) \) of the oscillatory solution is obtained by a perturbation calculation of the basic equations given in Sec. II with respect to small oscillation amplitudes. The linear and nonlinear coefficients of the amplitude equation are determined as functions of the rate constants of the reaction cycle and they determine the stability of the spatially homogeneous oscillating solutions as well as of traveling wave solutions of the amplitude equation.

As a small parameter for the perturbation calculation,
we use the relative distance to the threshold
\[ \varepsilon = \frac{c_0 - c_{oc}}{c_{oc}}. \]  
(44)

The complete perturbation scheme is described in detail for the homogeneous model equations in Ref. [20] and further information about the generic method of amplitude equations is found, for instance, in Ref. [39].

According to the ± symmetry of the oscillatory behavior, the oscillation amplitude increases with the power law \( A \sim \sqrt{\varepsilon} \) and therefore close to threshold, the solutions of the basic equations may be expanded with respect to powers of \( \sqrt{\varepsilon} \)

\[ u = u^{(0)} + \varepsilon^{1/2} u^{(1)} + \varepsilon u^{(2)} + \varepsilon^{3/2} u^{(3)} + O(\varepsilon^2), \]  
(45)

where the vector notation \( u^{(j)} = (\hat{p}_j, \hat{q}_j, \hat{q}_j, n_j) \) is used for model I and \( u^{(j)} = (\hat{p}_j, c_j, c_j, \tilde{n}_j) \) for model II with \( j = 0, 1, 2, 3 \). It should be noticed that one has the proportionality \( \sqrt{\varepsilon} c^{(1)}_t = c^{(1)}_t \), etc. The components of \( u^{(0)} \) describe the stationary microtubule polymerization as given in Sec. III and the components of \( u^{(1)} \) describe the linear oscillatory contribution that may be written at threshold in the following form:

\[ u^{(1)} = B \ u_e e^{ixc} + \text{c.c.}, \]  
(46)

with a common amplitude \( B \) of the vector \( u_e \). The latter one includes the amplitude ratios between the respective fields, which are given for model I by Eq. (35) and for model II by Eq. (40). Note that we used the relation \( A = \sqrt{\varepsilon} B \).

Close to the threshold, one has Re(\( \sigma \)) \( \sim \varepsilon \ll 1 \) and the linear solution \( u^{(1)} \sim \varepsilon^{it} \) grows or decays only by a very small amount during one oscillation period \( 2\pi/\omega_c \). These two disparate time scales near the threshold, which is the oscillation period (\( 2\pi/\omega_c \)) and the growth/decay time (\( \varepsilon/\omega_c \)), may be separated within the perturbation expansion by introducing a slow time scale \( T = \varepsilon t \) [39, 49]. The fast time scale is covered by the exponential function \( e^{ixc} \) and the slow variations will be described by a time–dependence \( B(T) \).

The neutral curve of the Hopf bifurcation has its minimum always at the wave number \( q = 0 \). Therefore close to the threshold, only long-wavelength modulations with \( q < \sqrt{\varepsilon}/\xi_0 \) [see Eq. (42)] may become supercritical and, similar to the slow time scale, a slow spatial scale \( X = \varepsilon^{1/2} x \) is introduced, which is also described by the envelope \( B(X, T) \). Altogether, the linear solution near threshold may be written as

\[ u^{(1)}(t, X, T) = B(X, T) \ u_e e^{ixc} + \text{c.c.}, \]  
(47)

and the aim of the perturbation calculation is to derive an equation of motion for \( B(X, T) \). Instead of applying the chain rule of differentiation in order to differentiate the product of time–dependence functions in Eq. (47), one may replace this operation by the following sum: \( \partial_t \to \partial_t + \varepsilon \partial_T \). Here \( \partial_T \) acts only on the fast time–dependence occurring in the exponential function and \( \partial_T \) acts only on the amplitude \( B(T, X) \). The same holds for the spatial derivative \( \partial_x \to \partial_x + \sqrt{\varepsilon} \partial_X \) [39].

Using these replacements for the derivatives as well as the \( \varepsilon \)-expansion of \( u \), the basic equations for both models given in Sec. II can be ordered with respect to powers of \( \sqrt{\varepsilon} \), leading to a hierarchy of partial differential equations. The whole procedure for the spatially independent microtubule polymerization is described in greater detail in Ref. [20] and may be canonically extended to the case including slowly spatial variations.

The amplitude equation for \( B(X, T) \) follows from a solvability condition for the equations at order \( O(\varepsilon^{3/2}) \) and it has the following form [39]:

\[ \tau_0 \partial_T B = (1 + ia) B + \xi_0^2 (1 + ib) \partial_X^2 B \]  
\[ - g (1 + ic) \left| B \right|^2 B. \]  
(48)

Here \( \tau_0 \) is the relaxation time, \( a \) is the linear and \( c \) the nonlinear frequency shift, and \( \xi_0^2 b \) describes the linear frequency dispersion of the oscillations. If the nonlinear coefficient \( g \) is positive one has a supercritical bifurcation and for negative values of \( g \) a subcritical bifurcation. As shown in Ref. [20], the nonlinear coefficient \( g \) is positive for all investigated parameters and the bifurcation to oscillatory solutions always takes place via a supercritical bifurcation. For the coefficients \( \tau_0, a, \xi_0^2, b, g \) and \( c \), one obtains explicit expressions in terms of the reaction constants of the basic model equations, which have been calculated by using computer algebra. The respective formulas are long and therefore they are not presented here. Instead we have plotted the parameter dependence of these coefficients in Fig. 3 for two sets of parameters of model I.

Rescaling time \( T = \varepsilon t \), space \( X = \varepsilon^{1/2} x \) and the amplitude \( A(x, t) = \sqrt{\varepsilon} B(X, T) \) back to their original units, one obtains the common amplitude equation

\[ \tau_0 \partial_T A = \varepsilon (1 + ia) A + \xi_0^2 (1 + ib) \partial_X^2 A \]  
\[ - g (1 + ic) \left| A \right|^2 A. \]  
(49)

The solution space of this universal equation for the envelope of oscillating fields of a Hopf bifurcation has been intensively explored during the last two decades and an overview of this activity is given by a recent review in [47]. Note that Eq. (49) cannot be derived from a Lyapunov functional and it may exhibit spatiotemporal chaotic solutions.

The linear coefficients in Eq. (49) may be determined either by the perturbation procedure or directly from the dispersion relation \( \sigma(q) \) of the basic reaction equations. The connection between these two methods becomes obvious by the following reasoning. The solution \( A = 0 \) of Eq. (49) corresponds to the stationary polymerization (see Sec. III), which is stable in the range \( \varepsilon < 0 \) against small perturbations of the form \( A \propto e^{ixc + itx} \) and unstable in the range \( \varepsilon > 0 \). Neglecting the cubic nonlinearity in Eq. (49), one obtains with this ansatz for the pertur-
as functions of the dissociation rate $\chi$ and regeneration rate and for two different ratios $\beta$ between the polymerization and depolymerization velocity: $\beta = 0.1$ (solid line) and $\beta = 0.05$ (dashed line). The rest of parameters are $G = 3000, v_a = 0.1, \nu = 0.01, D_e = 0.01$, and $D_p = 0$.

The complex parameter $\sigma$ is given in terms of the linear coefficients of the amplitude equation (49). All these linear coefficients may also be expressed in terms of derivatives of $\sigma$ and $c_0$ with respect to $q$ or $\varepsilon$ (resp. $c_0$) as follows:

$$
\tau_0 = \frac{1}{c_0 \partial \text{Re}(\sigma)/\partial c_0}, \quad a = c_0 \tau_0 \frac{\partial \omega}{\partial c_0}, \quad \xi_0^2 = \frac{1}{2c_0} \frac{\partial^2 \omega}{\partial q^2}, \quad b = -\frac{\tau_0}{2\xi_0^2} \frac{\partial \omega}{\partial q^2},
$$

with $\omega = \text{Im}(\sigma)$. The derivatives in Eq. (51a) are evaluated at $c_0$, and the derivatives in Eq. (51b) at $q = 0$. In the neighborhood of the threshold, the dispersion relation $\sigma(q)$ obtained from the amplitude equation (49) agrees with the full dispersion relation given by evaluating the determinant of the matrix in Eq. (36) for model I or in Eq. (40) for model II. Thus, one may determine the linear coefficients $\tau_0, a, \xi_0^2$ and $b$ directly from the full dispersion relation. However, in order to determine the nonlinear coefficients $g$ and $c$ of the amplitude equation (49) as functions of the rate constants of the polymerization cycle, it is inevitable to carry out the perturbational expansion explicitly.

For model I all coefficients of Eq. (49) are plotted in Fig. 3 as functions of the regeneration rate $\alpha$ and for model II the coefficients $\xi_0^2$, $b$ and $c$ are plotted in Fig. 6 as functions of the dissociate rate $\chi$. In addition, in these two figures the dependence of the product $bc$ on the parameters $\alpha$ and $\chi$, respectively, is also depicted and, as we will see in the next section, the value of this product determines the stability of the spatially homogeneous oscillations of Eq. (49) and therefore also of the basic equations.

**A. Nonlinear wave solutions and their stability**

The neutral stability condition $\text{Re}[\sigma(q)] = 0$ applied to Eq. (50) yields the neutral curve $\varepsilon_N = \xi_0^2 q^2$ of the amplitude equation. Above this neutral curve, i.e. for values of the wave number $q$

$$
q^2 < q_N^2 \equiv \frac{\varepsilon_N}{\xi_0^2},
$$

Eq. (49) exhibits traveling wave solutions of the form

$$
A = F e^{i(\alpha x + \Omega t)},
$$

where the two unknowns, namely the amplitude $F$ and the frequency $\Omega$, are given as functions of the wave number $q$ by the expressions:

$$
F^2 = g^{-1} \left( \varepsilon - \xi_0^2 q^2 \right),
$$

$$
\Omega = \tau_0^{-1} \left( \varepsilon a - \xi_0^2 b q^2 - gcF^2 \right).
$$
Note that the amplitude $F$ tends to zero if the wave number $q$ approaches the neutral curve $q \to q_N$.

However, these traveling wave solutions are only stable with respect to small, inhomogeneous perturbations $v(x, t)$ in a restricted range of the parameters $b, c$ and $q$ [39, 47]. This wave number range may be calculated by using the ansatz

$$A = e^{i(qx + \Omega t)} [F + v(x, t)]$$

and linearizing Eq. (49) with respect to $v(x, t)$. Choosing the ansatz $v(x, t) = G_1 e^{\sigma t + iKx} + G_2 e^{\sigma t - iKx}$ for the resulting linear equation in $v(x, t)$ leads then to two coupled homogeneous equations for the amplitudes $G_1$ and $G_2$, where $K$ denotes the wave number at the perturbations. The solubility condition for these two equations provides a quadratic polynomial for $\sigma(q, K, b, c)$ and from the neutral stability condition $\text{Re}(\sigma) = 0$, the stability boundaries are determined. In the limit of long-wavelength modulations $K \ll 1$, traveling waves as given by Eq. (53) together with Eq. (54) are stable for wave numbers $q$ that are smaller than the wave number at the Eckhaus stability limit $q_E$ (see e.g. Ref. [47] and references therein) given by

$$q^2 < q_E^2 = \frac{1}{3} \frac{1 + bc}{\xi_0^2} + \frac{bc}{2c^2}.$$  

The neutral curve $\varepsilon_N(q)$ and the Eckhaus stability boundary $\varepsilon_E(q)$ are shown in Fig. 4 for one set of parameters of model I. The dashed line in this figure describes the parabolic neutral curve $\varepsilon_N = \xi_0^2 q^2$ as obtained from the amplitude equation (49), whereas the dotted line displays the neutral stability curve including higher order contributions with respect to the wave number $q$ as obtained by solving the fully linear stability problem in Eq. (35). According to this figure, the neutral curves obtained by these two different approaches are in good agreement even beyond the threshold $\varepsilon_\infty$. Inside the dark region delimited by $q_E$, traveling wave solutions as given by Eqs. (53) and (54) are stable. According to the $\pm q$ symmetry of $F$ and $\Omega$, left or right traveling waves may occur, as discussed in Sec. VI.

However, for values of the coefficients $b$ and $c$ that fulfill the constraint $[48, 49]$

$$bc < -1 \quad \text{(Benjamin – Feir resonance)},$$

there is no range of wave numbers $q$ where the nonlinear solutions in Eq. (53) are stable. Instead of traveling waves or other stable coherent structures, spatiotemporal chaotic solutions of Eq. (49) are preferred in this case.

For model I and for two different velocity ratios $\beta$, the dependence of $b$ and $c$ on the regeneration rate $\alpha$ is shown in Fig. 3, while the product $bc$ is shown in Fig. 5 for two different nucleation rates $\nu$. As indicated by this figure, there exists a specific value $\alpha_{BF}$ of the regeneration rate $\alpha$ below which $bc + 1$ is negative. Traveling waves are therefore unstable in this parameter range of model I.

However, the product $bc$ increases with increasing regeneration rates and above the specific value $\alpha_{BF}$ homogeneous oscillations and traveling waves become stable. This means that for $\alpha > \alpha_{BF}$ a finite range of wave numbers $0 < |q| < q_E$ arises, which is delimited by the Eckhaus stability border described by the expression in Eq. (56). This range is also illustrated as shaded area in Fig. 4. Unlike model I where we always find stable traveling waves for larger values of $\alpha$, traveling waves are unstable for model II for all parameters we have investi-
The location of the neutral curve $q$ and for two different nucleation rates: $\nu = 0.01$ (solid line) and $\nu = 0.05$ (dashed line). The other parameters are the same as in Fig. 5.

For $\alpha > \alpha_{BF}$ in Fig. 5 one has a finite wave number band $-q_E < q < q_E$, where traveling wave solutions are stable. The location of the neutral curve $q_N$ and of the Eckhaus curve $q_E$ changes as a function of the parameters, but the interesting quantity is the portion $q_E/q_N$ of the stable wave numbers within the neutral curve. Accordingly, the dependence of $q_E/q_N$ on the regeneration rate $\alpha$ is shown in Fig. 7 for model I. The width of stable wave numbers is rather small and tends to even smaller values for large values of $\alpha$.

The expression $bc + 1$ changes according to Fig. 5 its sign for different values of the nucleation rate at different values of $\alpha_{BF}$. The border line in the $\alpha - \nu$ plane that separates the parameter range of stable traveling waves from that of unstable ones is a further compressed representation of stability, which is shown in Fig. 8 for three different values of the ratio $\beta = v_g/v_s$ between the growth and shrinking velocity of model I. From this figure a few trends can be easily identified: large values of the ratio $\beta$ or rather small values of the nucleation rate $\nu$ enlarge the range of stable traveling waves, whereas small values of the regeneration rate $\alpha$ promote a chaotic solution behavior. Moreover, for parameter combinations of $\alpha$ and $\nu$, where the polymerization cycle nearly comes to a standstill because a great number of tubulin dimers is either incorporated into microtubules, i.e. for large values of $\nu$, or captured in their inactive tubulin–d form, i.e. for small values of $\alpha$, the preferred solution of the microtubule polymerization cycle is spatiotemporal chaos.

### VI. NUMERICAL SIMULATIONS OF NONLINEAR SOLUTIONS

In this section the nonlinear solutions of the basic equations for model I and model II as well as of the respective amplitude equation are explored. The validity range of the amplitude equation is estimated by comparing its solutions with those of the full basic equations. For the spatially homogeneous case, we have determined the validity range of the amplitude equation in Ref. [20] by comparing just the oscillation amplitudes obtained from both approaches. For the more general case with spatial degrees of freedom, an additional criterion is employed. Beyond the Hopf bifurcation, we find a boundary in parameter space that separates the range where regular solutions are stable from that where they are linearly unstable. In the linearly unstable range spatiotemporal chaotic solutions are predicted by the amplitude equation approach. However, it may happen that the regular solutions of the basic model equations are still stable in this range, which is then beyond the validity range of the amplitude equation.

The coupled differential equations for the reaction cycle are solved by a numerical scheme proposed already in Ref. [20]. Within this algorithm the dependence of the densities $p_g$ and $p_s$ on the length variable $l$ is approximated, which reduces the computational time also in spatially extended systems considerably, as outlined for model II in the Appendix. For spatially periodic boundary conditions, the partial differential equations are efficiently solved by a pseudo-spectral code, where the conservation of the total amount of tubulin dimers is given by a fixed value of the spatially homogeneous Fourier-
of model I for parameters which correspond to the threshold, due to the stability analysis in terms of the amplitude equation, unstable traveling waves and therefore spatiotemporal chaotic solutions. Indeed, the solutions of the basic equations of model I show in the long run also an irregular spatiotemporal behavior as shown in Fig. 9(a). The time dependence of $c_1(x,t)$ is actually proportional to the periodic function $e^{i\omega_c t}$ with the Hopf frequency $\omega_c$. This rapid oscillation smears out the slow temporal behavior of the envelope, as can be seen by comparing the space-time plot in Fig. 9(a) with that of the envelope $\Re[A(x,t)]$ shown in Fig. 11(a). The very different time scale of the rapid variation proportional to $e^{i\omega_c t}$ and that of the slow variation of the envelope of $c_1(x_0,t)$ can be seen in Fig. 10(a) at a fixed spatial site $x_0$, where the fast variation is not resolved anymore. For the same parameters the temporal variation of the field $n(x_0,t)$ and that of the envelope $A(x_0,t)$ are shown in Fig. 10(b) and Fig. 10(c), respectively, and they take place at a similar slow time scale. We should like to point out that the stationary and spatially uniform contribution to $c_1$ and $n$ is not depicted.

A. Model I

In Fig. 9(a) we show the spatiotemporal behavior of the tubulin-$t$ concentration $c_1(x,t)$ and in Fig. 9(b) that of the local tubulin concentration $n(x,t)$. Both fields are obtained from numerical simulations of the basic equations of model I for parameters which correspond to the product $bc = -1.1082$ in terms of the two parameters $b$ and $c$ in the amplitude equation (49). According to Fig. 5, this value of the product $bc$ corresponds to a regeneration rate $\alpha < \alpha_{BF}$ and thus, one expects close to the threshold, due to the stability analysis in terms of the Fourier-mode $\tilde{n}(q = 0, t)$, as explained in the Appendix too.

![Fig. 9](image9.png)

**Fig. 9:** For model I the spatiotemporal evolution of $c_1(x,t)$ is shown in part (a) and that of $n(x,t)$ in part (b) at $\varepsilon = 0.005$ and for parameter values giving the product $bc = -1.1082$ of the coefficients $b$ and $c$ of the amplitude equation (49). The solutions are shown for a temporal range of $t = 120000$, where the initial range of about $t \approx 10^6$, after starting the simulation with random initial conditions, has been discarded. Part (c) displays the spatial Fourier spectrum of the final state of $c_1$ given in (a). The system length is $S = 512\pi$ and the further parameters are $\beta = 0.1, \nu = 0.01, \alpha = 0.05, D_c = 0.01$ and $D_p = 0$.

**Fig. 10:** The temporal evolution of $c_1(x_0,t)$ and $n(x_0,t)$ at a fixed point $x_0$ is shown in part (a) and (b), respectively, for the same set of parameters as in Fig. 9. The stationary and spatially uniform contribution to $c_1$ and $n$ is not depicted. In part (c) the temporal evolution of the envelope $A(x_0,t)$ of $c_1(x_0,t)$ is shown as obtained by a numerical solution of Eq. (49).
For completeness, the temporal evolution removed during the derivation of the amplitude equation.

The temporal evolution as shown in Fig. 9(a) is displayed in Fig. 11(b) in order to show the similarities with the full solution \( c_1(x, t) \) in Fig. 9(a). At a fixed spatial point \( x_0 \), the envelope of the full solutions of the reaction cycle and the solution of the amplitude equation have a similar complex behavior, which can be seen by comparing the envelope of \( c_1(x_0, t) \) in Fig. 10(a) with \( A(x_0, t) \) in Fig. 10(c). The dynamics of \( A(x_0, t) \) and that of the envelope of \( c_1(x_0, t) \) takes place on a comparable time scale that is nearly given by \( \tau_0/\varepsilon \approx 30000 \). The typical length scale \( \xi_0/\varepsilon^{1/2} \approx 14 \) of the variations of the envelope \( A(x) \) in Fig. 11 is also roughly the same as for \( c_1(x) \) or \( n(x) \) in Fig. 9. Furthermore, taking for a system of length \( S \) the Fourier decomposition of the full solution \( c_1(x, t) = \sum_j c_j \exp(i2\pi jx/S) \) and that of the solution of the amplitude equation \( A(x, t) = \sum_j a_j \exp(i2\pi jx/S) \), the similarities between both fields can be recognized by comparing Fig. 9(c) with Fig. 11(c). The weights of the Fourier modes are quite similar for both approaches, and the spectra exhibit a rather broad distribution indicating their spatiotemporal irregular character.

Surprisingly, one finds for increasing values of the control parameter \( \varepsilon \) in the parameter range \( bc < -1 \) (or \( \alpha < \alpha_{BF} \)) instead of spatiotemporal chaotic solutions rather regular solutions. A snapshot of such a regular solution is shown for \( c_1(x_0, t_0) \) in the top part of Fig. 12(a) (solid line) for \( \varepsilon = 0.03 \). The spatiotemporal behavior
of the tubulin-\(t\) concentration is described by a superposition of standing waves - \(c_t(x,t) \propto \cos(\omega_t t) \cos(2q x) + \cos(\omega_t t + \varphi) \cos(4q x) + \) higher harmonics. The first contribution of \(c_t\) is in agreement with the linear solution at threshold given in Eq. (43) and the second contribution as well as higher harmonic terms are due to nonlinear effects. Such solutions may be obtained with spatially periodic starting solutions. However, after a long transient stage these surprising patterns decay to spatially homogeneous oscillations, which are stable beyond a secondary threshold as indicated in Fig. 13. The transient range lasts up to \(20-30\) diffusion times \(\tau = (D_s q^2)^{-1}\), where \(q\) is the (smallest) wave number of the pattern. Here \(\tau\) is an appropriate time scale in order to estimate the transient regime.

Starting the simulations directly with a homogeneously oscillating polymerization as initial condition and reducing the control parameter below the secondary threshold, the spatially homogeneous oscillations become unstable and evolve into spatiotemporal chaotic solutions.

Another scenario for the determination of the secondary threshold \(\varepsilon_s\) is as follows. One may start the simulations with small amplitude random functions and at different values for \(\varepsilon\). For \(bc < -1\) and close to the threshold of the Hopf bifurcation, the solutions evolve to spatiotemporal chaotic states. However, increasing the control parameter \(\varepsilon\) beyond the secondary threshold, the simulations terminate after a long transient regime in spatially homogeneous oscillations.

The behavior of \(n(x,t)\) in Fig. 12(b) is quite different and nearly stationary. Here the oscillations take place on a very small time scale \(\sim 10^{-3}\), which is not resolved in Fig. 12(b). Interestingly, the spatial profile of \(n(x,t)\) has some localized dips where the left and right traveling parts of \(c_t\) collide. Such a spatially inhomogeneous distribution of the local tubulin density \(n(x,t)\) is crucial in order to observe a dynamical behavior for \(c_t\) as shown in part (a) or for the other densities \(c_d\) and \(\gamma_L\) of the reaction cycle.

During the transient regime the patterns in Fig. 12 become unstable against inhomogeneous perturbations, when decreasing the control parameter to \(\varepsilon = 0.005 < \varepsilon_s\). Eventually they evolve to chaotic states similar to those shown in Fig. 9. Such a destabilization of regular patterns into spatiotemporal chaotic states by approaching the threshold of the Hopf bifurcation from above is not captured by the amplitude equation (49) and the phenomenon is therefore beyond the validity range of the amplitude equation. Accordingly, \(\varepsilon_s\) marks an upper limit of the validity range of the amplitude equation which depends on the details of the system, such as rate constants, etc.

The secondary threshold occurs in the parameter range where spatiotemporal chaotic states are preferred immediately above threshold. Therefore, one expects that this secondary threshold tends to the threshold of the Hopf bifurcation, when the product \(bc\) approaches as a function of \(\alpha\) the stability boundary \(bc = -1\) in Fig. 5, which corresponds to \(\alpha_{BF}\). Indeed, \(\varepsilon_s\) tends to the threshold of the homogeneous Hopf bifurcation when \(bc \to -1\) and hence \(\alpha \to \alpha_{BF}\) is approached from below as shown in Fig. 13. This phase diagram subdivides for regeneration rates \(\alpha < \alpha_{BF}\) the \(\varepsilon-\alpha\) plane into regions, where either chaotic or regular structures may be expected beyond the Hopf bifurcation.

If the simulations are started with random initial solutions in the range \(\varepsilon > \varepsilon_s\), one first obtains extremely anharmonic patterns. In particular, the spatial profile of the tubulin density \(n(x,t)\) has several pronounced dips between them, the other densities behave like a superposition of standing waves having great similarity with \(c_t\) in Fig. 12(a). Unlike Fig. 12(b), these dips are however not stationary and a kind of coarsening to large scale structures is found, where, for instance, two closely adjacent dips of \(n(x,t)\) merge into each other in the course of time. This coarsening process is rather fast and takes place on the time scale \(2-3\tau\), whereas the emerging long-wavelength structures persist as long transients before the simulations settle down to spatially homogeneous oscillations.

For regeneration rates \(\alpha > \alpha_{BF}\), one obtains either spatially homogeneous oscillations or spatially anharmonic solutions looking like those in Fig. 12. Again, the anharmonic structures are rather long living transients (on the average \(20-30\tau\)) and one has in long time simulations a smooth transition to spatially homogeneous oscillations. Close to the threshold, a direct transition from the stationary reaction cycle into regularly oscillating solutions is found, being consistent with the stability properties given on the basis of the amplitude equation in Sec. V.

There is the remarkable point that we never found
traveling wave solutions for the basic equations in the range \( \alpha > \alpha_{BF} \), although we may expect them according to the analysis of the amplitude equation. Whenever we started with wave numbers \( q < q_E \), we always observed a dynamical behavior as shown in Fig. 12, which only occurs as a transient on the route to spatially homogeneous oscillations. Possibly the wave number band of stable traveling waves in terms of the full equations is smaller than that in terms of the amplitude equation.

Instead of studying the temporal dynamics of the solutions at fixed points in space in order to characterize their spatiotemporal behavior, one may also consider spatially averaged quantities such as \( N(t) = \int f dx n^2(x,t) \). For spatially homogeneous oscillations this quantity is constant. In Fig. 14 the temporal evolution of \( N(t) \) is shown for two different values \( \varepsilon = 0.01, 0.05 \) of the control parameter below the secondary threshold and for the regeneration rate \( \alpha = 0.01 < \alpha_{BF} \) (cf. Fig. 13). Remaining parameters are the same as in Fig. 9. In both cases the simulations have been started with random functions as initial conditions. Beyond a transient of about \( t \approx 400000 \), \( N(t) \) fluctuates around a certain mean value, which corresponds to the initial concentration of tubulin dimers. Two tendencies can be recognized for increasing values of \( \varepsilon \). Firstly, the amplitude of the contributions proportional to \( \exp(\omega t) \) increases with the relative distance \( \varepsilon \) to the threshold or, equivalent, with the initial tubulin density \( c_0 = c_{0E}(1 + \varepsilon) \). Secondly, for \( \varepsilon = 0.05 \) the time dependence of \( N(t) \) includes strong high frequency contributions. This is due to the stronger excitation of higher harmonics and due to the smaller coherence length at larger values of \( \varepsilon \). Because of the latter, the temporal dynamics is spatially less correlated than at smaller values of \( \varepsilon \) leading to higher frequency contributions to the spatially averaged quantity \( N(t) \). In contrast to this is the behavior of \( N(t) \) at small \( \varepsilon \). Here the dynamics is extremely slow and the envelope of the basic oscillations hardly varies within a time interval of some multiples of \( \omega_0^{-1} \).

**FIG. 15:** Spatial profiles of the densities \( n, c_t, c_{oli} \) and \( c_d \) of model II are shown in parts (a)–(d). Part (e) depicts the temporal evolution of the total amount of polymerized tubulin, described by \( L \) in Eq. (17). All solutions are obtained after a simulation time of \( t \approx 10^6 \). The length distribution of the growing filaments \( p_g(l, x_0) \) is shown in part (f) at two fixed space points, where \( \eta L \) in part (e) takes its maximum (solid line) and minimum (dashed line) being located at \( x_0 \approx 337 \) and \( x_0 \approx 1040 \), respectively. In all parts the stationary, uniform portion of the respective field is not included (see Appendix). Parameters are \( v_0 = 0.1, \nu = 0.01, \alpha = 0.01, \chi = 0.02, D_c = 0.1, D_{oli} = 0.01, D_p = 0, \varepsilon = 0.04 \) and \( L = 512\pi \).

**B. Model II**

For model II, where the dynamics of oligomers instead of shrinking microtubules has been taken into account, one obtains on the level of the amplitude equation for all parameters the inequality \( bc + 1 < 0 \), as illustrated in Fig. 6. Under this condition homogeneous oscillatory solutions of the amplitude equation are always linearly unstable and one obtains immediately above the Hopf bifurcation spatiotemporal chaotic solutions. In order to verify this prediction of unstable homogeneous solutions also for the basic equations of model II, we performed extensive simulations along the curves \( bc(\chi) \) in Fig. 6 by using random initial conditions. In fact, im-
A periodically varying function \( \eta L \) takes its maximum \([\text{solid line in Fig. 15(f)}]\) and its minimum \([\text{dashed line in part (a)}]\), which is conserved in the system. At the threshold of the homogeneous Hopf bifurcation, the time-dependent part of the length distribution of the growing microtubules \( p_q^{(1)}(l) \) is given by Eq. (29a) with \( \sigma = i\omega_c \). Beyond the threshold two snapshots of the length distribution \( p_q^{(1)}(l,\tau_0) \) are shown in Fig. 15(f), which are obtained from numerical simulations. Both are taken at two different spatial sites \( x_0 \), where the total amount of polymerized tubulin \( \eta L \) in Fig. 15(e) takes its maximum \([\text{solid line in Fig. 15(f)}]\) and its minimum \([\text{dashed line}]\). The envelope of the length distribution \( p_q^{(1)}(l) \) is \( \exp(-f_{cd}^0/v_q l) \) which is modulated by a periodically varying function \( \propto \exp(-ikl) \) with the wave number \( k = \omega_c/v_q \). The spatiotemporal behavior of the associated amplitudes is in general complex. In the case of uniform, regular oscillations the modulation of the length distribution propagates as a traveling wave \( \propto \exp[i(\omega_c t - k l)] \) to larger lengths of the microtubules. This may be seen from the analytical expression for \( p_q^{(1)}(l) \) in Eq. (29a). Note that negative (positive) values of \( p_q^{(1)}(l) \) indicate a smaller (larger) density of the filaments with respect to the stationary length distribution as given in Eq. (22), being consistent with the minimum (maximum) of \( \eta L \) in part (e).

The typical length and time scales of the solutions displayed in Fig. 15, on which their envelope varies, are well described by \( \xi_0/\varepsilon^{1/2} \) and \( \tau_0/\varepsilon \), respectively. Both quantities are obtained in terms of the amplitude equation (49).

**VII. SUMMARY AND CONCLUSION**

Two models, which capture the major biochemical reaction steps of microtubule polymerization and which have been investigated previously for a spatially homogeneous polymerization [20], are extended in this work by adding spatial degrees of freedom. During the reaction cycle tubulin dimers are only transferred between a few different states but not consumed. Therefore, we have to ensure in the respective models with spatial degrees of freedom the overall conservation of the tubulin dimers. This conservation is described by a generalized continuity equation for the local density of tubulin, so that the amount of tubulin dimers changes locally, besides the transfer reactions, also via the local fluxes of microtubules, oligomers, or tubulin-\( t \) and tubulin-\( d \) dimers.

The spatial degrees of freedom do not change the threshold of the Hopf bifurcation, beyond which the stationary reaction cycle becomes unstable against small oscillatory perturbations [20]. The supercriticality of the Hopf bifurcation is not changed as well. However, spatial degrees of freedom alter in a wide range of parameters the stability properties of the homogeneous oscillatory polymerization with respect to inhomogeneous perturbations.

Close to the threshold of a supercritical bifurcation, the weakly nonlinear behavior of the patterns is determined efficiently in terms of the so-called amplitude expansion. In this range the resulting amplitude equation describes the relevant long-wavelength dynamics of the oscillations and it governs also the stability properties with respect to inhomogeneous perturbations, as shown by comparing its solution behaviour with that of the basic equations.

We find for model I that homogeneous oscillatory solutions are unstable immediately above the threshold in a large parameter range via the well-known Benjamin–Feir resonance, this process is terminating in spatiotemporal chaotic solutions. This is the case, for instance, below some critical value \( \alpha_{BF} \) of the regeneration rate \( \alpha < \alpha_{BF} \). On the other hand, there is for \( \alpha > \alpha_{BF} \) a finite range of wave numbers \( q \) where traveling waves are stable and the corresponding band of stable wave numbers, the so-called Eckhaus stability band, is given in Fig. 4. For model II we always found for arbitrary parameters immediately above the threshold of the Hopf bifurcation spatiotemporal chaotic solutions.

By numerical simulations of the basic equations, we have also checked, how far beyond the threshold the results of the stability analysis in terms of the amplitude equations are valid. The parameter ranges where the stability results of the amplitude equation can be confirmed have been identified as the validity range of the perturbational approach.

For model I and II the spatiotemporal chaotic behavior, occurring immediately above threshold, is only found below a secondary threshold, beyond which regular oscillating solutions are obtained in numerical simulations starting with random initial solutions. This secondary threshold marks an upper limit of the validity range of the amplitude equations for the presented models. In addition, it may also limit the parameter range of spatiotemporal chaotic solutions in experiments.

Similarly, starting the simulations for control parameters beyond the secondary threshold, the resulting homogeneous oscillations become unstable by decreasing the control parameter and they terminate in irregular, spatiotemporal chaotic states. For model I this rough upper limit of the validity range of the amplitude equation is shown as a function of the regeneration rate in Fig. 13. In the limit \( \alpha \to \alpha_{BF} \) the spatiotempo-
eral chaotic regime vanishes and simultaneously the secondary threshold tends to the primary threshold. Beyond the secondary threshold, also interesting long living anharmonic and transient patterns occur as shown for instance in Fig. 12.

The results concerning our stability analysis of the homogeneously oscillating polymerization hold for two dimensional extended systems as well. On the level of the amplitude approximation, the solutions in two spatial dimensions are well known (see e.g. [47]). In order to explore the two dimensional solution behavior in terms of the basic equations, for instance, beyond the secondary threshold, the numerical scheme presented in the Appendix may be readily extended in future investigations to two spatial dimensions. This also makes an even closer contact to the experimentally observed inhomogeneous oscillatory microtubule polymerization [12]. In our previous work [20] we have shown that for a tubulin concentration below that at the Hopf bifurcation, the oscillatory polymerization takes place only transiently similar as observed in early experiments. Such a behavior corresponds in our spatially extended system to transient patterns.

In a series of experiments surprising gravity-driven patterns have been observed during the microtubule polymerization [21, 51, 52]. How gravity triggers such pattern forming processes is unclear up to now. More recent experiments show that the observed spatially periodic patterns may be related to buckling phenomenon of microtubule bundles [24]. An appropriate extension of the presented models seems to provide a promising approach to these phenomena too.

By increasing the filament density, microtubules may also undergo a transition to an orientational order [42], the so-called nematic order. Such a transition is not included in the present model equations. It has been shown recently that the interplay between the transition to orientational order and a stationary polymerization kinetics may already lead to spatially periodic patterns [31]. Accordingly, the interplay between a transition to orientational order and an ongoing oscillatory polymerization/depolymerization dynamics rises interesting questions as a starting point for inspiring future works.

This work has been supported by a grant from the Deutsche Forschungsgemeinschaft via research unit FOR 608.

APPENDIX: NUMERICAL METHOD FOR MODEL II

The numerical scheme proposed in Ref. [20] for the model equations for a spatially homogeneous microtubule polymerization is extended in this appendix to the models with spatial degrees of freedom as described in Sec. II. For the initial concentration of tubulin dimers, we write $c_0 = c_{0c}(1 + \varepsilon)$ with the relative distance $\varepsilon$ to the threshold of the Hopf bifurcation and we present the main steps of the numerical scheme by means of model II.

At first, we choose an ansatz separating the solution of Eq. (1) into its stationary and non-stationary contribution to microtubule polymerization as follows:

$$p_g = p_g^{(0)}(l) + p_g^{(1)}(x, l, t) = \exp \left( -\frac{f_g^{(0)}}{v_g} \right) \left( \frac{\nu}{v_g} + F_g(x, l, t) \right).$$  \hspace{1cm} (A.1)

The first and stationary contribution is given by Eq. (22) and the second one covers the time-dependent part as discussed for $\varepsilon = 0$ in Sec. IV B. The ansatz (A.1) leads together with Eq. (1) to a dynamical equation for the time-dependent real function $F_g$

$$\partial_t F_g = -f_g^{(1)} \left( \frac{\nu}{v_g} + F_g \right) - v_g \partial_l F_g + D_p \partial_x^2 F_g,$$  \hspace{1cm} (A.2)

where the catastrophe rate is given by $f_g^{(1)} = f_g^{(0)} \exp \left( -c_l^{(1)}/c_f \right)$ and $c_l^{(1)}(x, t)$ is the spatiotemporal contribution to $c_l(x, t) = c_l^{(0)} + c_l^{(1)}(x, t)$. A similar separation may be chosen for the other fields $c_d(x, t) = c_d^{(0)} + c_d^{(1)}(x, t)$ and $n(x, t) = n^{(0)} + n^{(1)}(x, t)$ including the stationary parts $c_l^{(0)}$ and $n^{(0)}$. The stationary solutions $p_g^{(0)}, c_l^{(0)}, c_d^{(0)}$ are evaluated at the threshold of the Hopf bifurcation with the associated tubulin density $n^{(0)} = c_{0c}$ while one has the constraint $\frac{1}{2} \int_0^l dx n^{(1)} = c_{0c} \varepsilon$ beyond the Hopf bifurcation.

The $l$-dependence of the solution $F_g(x, l, t)$ of Eq. (A.2) can be expanded in terms of the first two Fourier modes as follows:

$$F_g = B(x, t) + \frac{1}{2} \left[ C(x, t) e^{ikl} + C^*(x, t) e^{-ikl} \right].$$  \hspace{1cm} (A.3)

The wave number $k$ is chosen at its threshold value $k = \omega_c / v_g$. Imposing the boundary condition (3) for the growing microtubules leads to $F_g(x, l = 0, t) = 0$ and, therefore, the relation $C_R = -B$ with $\text{Re}(C) = C_R$ follows. The approach in Eq. (A.3) together with Eq. (A.2) yields the relation

$$\text{Im}(C) = C_I = \frac{\nu}{kv_g} f^{(1)}_{cat},$$  \hspace{1cm} (A.4)

while the field $B(x, t)$ obeys the following equation of motion

$$\partial_t B = -f^{(1)}_{cat} \left( \frac{\nu}{v_g} + B \right) + D_p \partial_x^2 B.$$  \hspace{1cm} (A.5)

Due to the periodically varying contribution to $F_g$ in Eq. (A.3) and due to the envelope of $p_g$ which is exponentially decaying with $l$ in Eq. (A.1), the integrals over the length distribution of the microtubules in Eqs. (10a) and (21) converge and may be readily evaluated in terms of the fields $B, C_R$ and $C_I$. As a result of these calculations, one obtains the following governing equations for
the densities $c_t^{(1)}$, $c_d^{(1)}$ and $n^{(1)}$

\begin{align*}
p_t c_t^{(1)} &= -\eta \lambda \nabla g \frac{k^2 B - \delta k C_t}{\delta (\delta^2 + k^2)} + \alpha c_d^{(1)} \\
&\quad + D_c \partial_x^2 c_t^{(1)}, \tag{A.6a} \\
p_t c_d^{(1)} &= \chi \left( n^{(1)} - c_t^{(1)} - c_d^{(1)} - \eta \lambda L^{(1)} \right) - \alpha c_d^{(1)} \\
&\quad + D_c \partial_x^2 c_d^{(1)}, \tag{A.6b} \\
p_t n^{(1)} &= \left( D_e - D_{oli} \right) \partial_x^2 c_t^{(1)} + c_t^{(1)} + D_{oli} \partial_x^2 n^{(1)} \\
&\quad + \left( D_p - D_{oli} \right) \eta \lambda \partial_x^2 L^{(1)}, \tag{A.6c}
\end{align*}

where the abbreviation $\delta = f_{cat}^{(0)}/v_g$ has been introduced and where the integrated length of growing microtubules is given by

\begin{equation}
L^{(1)}(x, t) = \int_0^\infty dl \, l \, \rho_g^{(1)}(x, l, t) = \frac{B(3\delta^2 k^2 + k^4)}{\delta^2 (\delta^2 + k^2)^2}. \tag{A.7}
\end{equation}

Assuming spatially periodic boundary conditions for all fields, the set of four partial differential equations, as given by Eq. (A.5) and Eqs. (A.6), may be transformed into Fourier space. The resulting ordinary differential equations with respect to time are integrated numerically by a second-order Runge–Kutta method with a time step $\Delta t = 0.02$.

For the spatially homogeneous part of $n^{(1)}$, one obtains according to Eq. (A.6c) the relation $\partial_t \tilde{n}^{(1)}(q = 0, t) = 0$ for the Fourier transform of $n^{(1)}(x, t)$, which is in agreement with Eq. (7). Therefore, $\tilde{n}^{(1)}$ is a conserved quantity with respect to time and its value is fixed by the initial condition $\tilde{n}^{(1)}(q = 0, t = 0) = \alpha_0 \varepsilon$, cf. Eq. (5).

For model I, a similar ansatz as given in Eqs. (A.1) and (A.3) can be made for the shrinking microtubules $p_s(x, l, t)$, which is presented without spatial degrees of freedom in Ref. [20].
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